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MEASURING TREATMENT EFFECT
WITH NEURAL NETWORKS

Dinghuai Zhang, April 2021



SETTING

1. Data: {(x, v, t)}

2. tis treatment, can discrete or
continuous value;
there could be even multiple
treatments

3. Regress y on x

4. Want to measure the causal
effect / treatment effect

Potential outcomes: notation

Y, 2y, 1)
dO(T — 1 |dO(T 1) — (

Y

T :obsetved treatment
Y :obsetved outcome
1 :used in subscript to denote a
specific unit/individual
Y:(1) : potential outcome under treatment
Y;(0) : potential outcome under no treatment

Causal effect

Y;(1) - Y5(0)




PROBLEM OF CAUSAL INFERENCE

Average treatment effect (ATE)

E[Y (1) -Y(0)] =E¥ ()] -E}X (O)]@E}Y | T =1] —E[Y | T = 0]

associational difference

i T Y Y1) Y(0) Y(1)-Y(0)
1 0 O 0 ?

T :observed treatment
2 1 1 1 i Y :observed outcome
3 1 0 0 ? 7 :used in subscript to denote a

specific unit/individual

4 0 0 0 ? Y:(1): potential outcome under treatment
5 0 1 1 ? Y;(0) : potential outcome under no treatment
6 1 1 1 ?

s — s = 1fs



\ “ Y(1) and T=0 or 1 is not independent!

E[Y (1)] - E[Y (0)) @E[Y | T = 1] - E[Y | T = 0]

Went to sleep with shoes on Went to sleep without shoes on
(T'=0)

drunk sober  gsober
drunk SOber sober drunk
SObCf SOber sober
drunk b
sober SODETL
drunk sober sober sober
sober drunk

“albier sober




WITH SOME ASSUMPTIONS. ..

The Adjustment Formula (1dentification of ATE)

E[Y(1) - Y(0)] = ExE[Y (1) — Y(0) | X]
—Ex[E[Y |T=1, X]-E[Y | T =0, X]

Conditional average treatment effects (CATEs):
7(z) = E[Y(1) - Y(0) | X = q]



ESTIMATE THE TREATMENT EFFECTS

.1 . )
T=— Z (A1, w;) — (0, w;)) The feature is high dimensional, while T is scalar!

n
Grouped COM (GCOM) estimation

)

.1 R X
COM: #=—3 (A(l,w:) — (0, w:)) T

w

GCOM: 7 = % > (i (ws) — o (ws))

T = 1 network T = 0 network




TA R N ET xr L - FUL((®),y = 1)
N () L(ho(®),y = Yp)
TARNet t OIPMe (5, 570)
COM T = 1 network (Shﬁftzt;‘zboﬁm
Y
r| . : Wl v /
W Y . : i\\
T = 0 network X

Just right! | Y

Estimating individual treatment effect: generalization bounds and algorithms



DRAGONNET

=L ] e
This middle branch is to estimate
X ' 14 | g(-) propensity score P(t=1 | x)
t = 0. ' ' Q(Ot )

A 1
R(0;X) = - y: [(@™(ty,x;30)—y)* + aCrossEntropy(g™(x;; 6), t:)]

Adapting Neural Networks for the Estimation of Treatment Effects



X-LEARNER

1. Estimate the response functions

po(z) = E[Y (0)|X = z],

pm(z) =E[Y (1)|X = z],
22. Impute ITES  pepiment group: Control group:
71 = Yi(1) — fo(xs) 704 = fa(xi) — Yi(0)

2b. Fit a model 71 (z) to predict 71,; from z; in treatment group

Fit a model 7y(x) to predict 7o,; from z; in control group

3. 7(z) = g(z) 7o(z) + (1 — g(z)) 71(z)

Meta-learners for Estimating Heterogeneous Treatment Effects using Machine Learning



DRNET
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treatment 7
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Learning Counterfactual Representations for Estimating Individual Dose-Response Curves



VONET

DRNet VCNet
OO ™, X) 9
OO tE[Ia,fb]Q Q D OO Q(t)Q "N (t, X)
iRt Sy
O O Neul % ) OO OO
OO i N
re t"] .O O V(¢ | X)

(single treatment)

VCNET AND FUNCTIONAL TARGETED REGULARIZATION FOR LEARNING CAUSAL EFFECTS OF CONTINUOUS TREATMENTS



NCORE

input

base layers

covariates X
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model

treatment layers

legend: E] feedforward layer
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merge layer
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Neural Counterfactual Representation Learning for Combinations of Treatments



THANK YOU FOR LISTENING!



