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Motivation: multi-modes exploration
• Existing RL methods use factorized Gaussian for policy 𝜋 𝑎 𝑥
• Single mode behavior is limited

• A latent variable model for policy: 𝜋 𝑎 𝑥 = ∫ 𝜋 𝑎 𝑠 𝑝 𝑠 𝑥 𝑑𝑠 will 
be more flexible for exploration



Motivation: Partially Observed MDP

• In POMDP settings, we want to infer the true (latent) state from the 
observation
• Usually trained together with a world model



Motivation: Partially Observed MDP

• Previous works:
• Extract deterministic feature: 𝑠 = 𝑓(𝑥), making decision conditioned on s: 
𝜋(𝑎|𝑠)
• Modeling the belief of true state 𝑞(𝑠|𝑥) with a world model, but only use one 

sample or take mean of 𝑞(𝑠|𝑥)
• Information is lost! We should take the whole distribution into 

account



Latent State Marginalization

• We propose to marginalize out all the possible latent in belief 
distribution: 𝜋 𝑎 ℎ = ∫ 𝜋 𝑎 𝑠 𝑞 𝑠 ℎ 𝑑𝑠
• from here we use ℎ for all history obs, instead of 𝑥 for single obs
• 𝑞(𝑠|ℎ) is from a world model, or an unstructured prior



MaxEnt RL 

• We don’t change the base RL algorithm, only change policy
• Latent variable model (LVM) is easy to sample, but it is hard to estimate entropy 

(or log marginal probability)

Needs entropy estimation



Entropy estimation

• Normal methods such as ELBO, IWAE
• Estimates lower bound of marginal prob
• Thus upper bound of entropy term

• We cannot use upper bound of entropy for MaxEnt!
• Looking for a lower bound of entropy?

• Variance reduction w/ multi-level Monte Carlo
Artem Sobolev et al. Importance weighted hierarchical variational inference. NeurIPS 2019.



Estimating marginal critic

• From ”control as inference” framework

• We propose to estimate marginal Q-function h: history information



Results
• Conduct experiments on various control tasks (DeepMind Control)



Thanks for listening!


